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We analyze spin-charge separation in molecular wires using a combination of real-time density-functional
simulations and model Hamiltonian calculations. By considering the ab initio electron dynamics of positively
charged �C50H52

+ � and negatively charged �C50H52
− � polyacetylene chains under a chemical potential bias, we

are able to extract information about the mobility of electrons, holes, and spins in these molecules. Our results
indicate that charges move more rapidly than spins in these molecules. We further supplement our ab initio
data with empirical calculations employing the Pariser-Parr-Pople �PPP� model Hamiltonian. Our modeling
indicates that the degree of spin-charge separation responds very strongly to the nonlocal exchange interaction,
while showing little sensitivity to Coulombic forces. In particular, in order to reproduce the B3LYP results
within the PPP model, it is necessary to reduce the strength of the exchange interaction by ca. 50% in the latter.
We therefore conclude that many of the features present in the B3LYP spin current response are a direct result
of self-interaction error in the functional.
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I. INTRODUCTION

There has recently been an explosion of interest in
single-molecule electronic devices resulting from a num-
ber of experiments that demonstrate their unique conduc-
tance properties.1–27 In addition to the staircase I-V curves,
a number of interesting effects have been observed, in-
cluding Coulomb blockades,3,11,18,28,29 negative differential
resistance,15,20,29,30 and current-driven dynamics.21,24,31 These
effects have various technological implications when consid-
ering molecular-scale devices.

As a result of this preponderance of experimental data, a
significant amount of theoretical effort has recently been
expended in the study of single-molecule transport. The
first qualitatively correct description of this phenomenon was
due to Landauer and Büttiker32–36 in which the quantum-
mechanical states of the isolated molecule become conduc-
tance channels when weakly connected to metal leads. It was
quickly discovered that a Landauer-type expression could be
achieved through nonequilibrium Green’s function �NEGF�
methods.37–41 Although in principle the NEGF method re-
quires the exact many-particle Hamiltonian, there have since
been numerous attempts to approximate the NEGF through
semiempirical,42,43 ab initio,44 density-functional theory
�DFT�,45–52 and model Hamiltonian53–55 methods.

Recently, we have proposed a method to examine single-
molecule devices through real-time propagation in density-
functional theory.56 Time-dependent density-functional
theory �TDDFT�, based upon the seminal theorem of Runge
and Gross,57 has been both formally58–60 and practically61–63

applied to conduction simulations. Our method begins with a
nonequilibrium initial state and propagates the state in real
time using TDDFT. The electronic propagation conducts
charge density through the molecular device allowing us to
measure transport behavior.

In this paper we focus on the phenomenon of spin-charge
separation in simple molecular wires, namely the fact that
the net rates of spin and charge flow through low-
dimensional systems need not be the same.64–76 On the tech-

nological side, this effect could be exploited in spintronic
devices. On the more fundamental side, spin-charge separa-
tion in molecular wires has been of theoretical interest for
decades, both in the quantum chemistry community and the
solid-state community. Within the solid-state community,
spin-charge separation in low-dimensional systems was first
proposed by Haldane64 as a consequence of the Luttinger
liquid model. Several Hubbard Hamiltonian calculations
have demonstrated that in one-dimensional systems, spin and
charge waves travel at different rates, with charge generally
moving more rapidly than spin.65–67 These calculations indi-
cate that the dynamics of the up- and down-spin electrons
work together to create effectively independent charge and
spin dynamics.

For the specific case of conducting polymers, spin and
charge behavior have been studied extensively in the static
limit. Work has focused on the creation of spin- or charge-
density waves in conjunction with the formation of a soliton,
or perturbation of the bond length alternation, in polyacety-
lene. Solitons were initially described by Su et al.77 and fur-
ther studied by Bredas and Silbey78–82 among others83–88 us-
ing semiempirical calculations. Solitons in polyacetylene
cause either spin or density waves depending on the charge
of the molecule. In general, it was discovered that the spin-
density waves are more localized than the charge-density
waves.80,81 While the initial studies examined systems with
only spin-density waves or charge-density waves, recent
theoretical89 and experimental90–95 studies have demon-
strated both types in coexistence.

Within the transport community, the effects of spin on
charge conductance have also come under scrutiny.96 It has
been recognized that spin-restricted calculations can give
vastly different currents than spin-unrestricted ones,51,97 and
it is thought these differences may explain at least some part
of the hundredfold discrepancy between the theory and ex-
periments for metal-molecule-metal junction conductance.
Furthermore, several studies have indicated the importance
of the nonlocal exchange interaction in calculating molecular
conductance.98–103 These DFT studies indicate that the self-
interaction error �SIE� produced by lack of exact exchange
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and the resulting charge delocalization greatly enhance con-
ductance.

In this paper, we study the dynamics of spin-charge sepa-
ration in simple polyacetylene wires using real-time propa-
gation of the quantum wave functions. We study both the
charge and spin transport due to fundamental interest in the
problem and as a test case to examine the impact of various
DFT approximations on each type of transport. Our primary
results are obtained with TDDFT, but we also resort to a
simple Pariser-Parr-Pople �PPP� model Hamiltonian in order
to interpret our results and determine which effects are real
and which are artifactual. We find that spin and charge can
have significantly different rates of transport, even through
these simple molecular wires and neglecting soliton effects.
Further, we find that electron-electron interaction and SIE
have profound impact on the results even at a qualitative
level. In particular, we find that the large SIE present in
existing density functionals radically changes the spin cur-
rent characteristics of these wires. Finally, we discuss the
implications of these findings for future simulations.

II. METHODS

A. Systems

As in our previous study,56 we focus on the polyacetylene
molecular wire C50H52 as a simple example of a conjugated
molecule that supports electron transport. As shown in Fig.
1, we divide the system into an electronic source, a molecu-
lar device, and an electronic drain. This system division mir-
rors our previous work and much work involving molecular
electronic devices.41,42,45,48,50,56,62,104–111 We define the mo-
lecular device to be composed of four carbon atoms and their
associated hydrogen atoms. Thus, the source-device-drain di-
vision is C23H24-C4H4-C23H24. Note that in this calculation,
we are using a closed system to approximate the current of
an open system, which is appropriate only for short times.56

We use the 6–31g� basis set and either Hartree-Fock �HF�
�which contains 100% exact exchange but no correlation� or
the B3LYP functional �which contains some correlation but
only 20% exact exchange�. Unlike in previous applications,
we simulate the cation �C50H52

+ � and the anion �C50H52
− �

rather than the neutral chain. Since these chains now contain
an odd number of electrons the system will always have a net
spin polarization and we can independently consider the
rates of spin and charge transport through the wire as the
voltage is applied.

B. Real-time density-functional conductance simulations

Our primary means of obtaining conductance information
on these wires exploits the real-time density-functional

theory �TDDFT� propagation code developed recently in our
group. The details of this approach are presented
elsewhere,56 and so here we present only the necessary
points. Briefly: contrary to our previous work, we now in-
clude both charge and spin constrained initial conditions with
spin-unrestricted propagation.

As described above and in Fig. 1, we divide the system
into an electronic source, molecular device, and an electronic
drain. In this work, we examine properties that can be de-
scribed using the total density difference �Ntot� and spin-
density difference �Mspin� in the source and drain. We make
the following definitions of Ntot and Mspin:

Ntot = �nS
↑ + nS

↓� − �nD
↑ + nD

↓ � , �1�

Mspin = �nS
↑ − nS

↓� − �nD
↑ − nD

↓ � , �2�

where the variables nS
↑, nD

↑ , nS
↓, and nD

↓ represent the number
of charges of each spin �↑ ,↓� in the source �S� and drain �D�.

The initial state of the system is determined by con-
strained DFT.112,113 We want to control the values of Ntot and
Mspin defined in Eqs. �1� and �2�. For each of nS

↑, nD
↑ , nS

↓, and
nD

↓ in the above equations, we can define an associated
operator—nS

↑�r�, nD
↑ �r�, nS

↓�r�, nD
↓ �r�—that measures the ap-

propriate number of electrons using the Becke weight defi-
nition. Then, we define operators Ntot�r��nS

↑�r�+nS
↓�r�

−nD
↑ �r�−nD

↓ �r� and Mspin�r��nS
↑�r�−nS

↓�r�−nD
↑ �r�+nD

↓ �r� and
associate with each a Lagrange multiplier—Vtot or Vspin. Our
desire is to find an initial state that has a prescribed set of Ntot
and Mspin values. We enforce this by extremizing

W��,Vtot,Vspin� = E��� + Vtot�� Ntot�r���r�dr − Ntot�
+ Vspin�� Mspin�r���r�dr − Mspin� , �3�

where E��� is the DFT energy functional, and each subse-
quent term enforces one of the particle number constraints.
The terms VtotNtot�r� and VspinMspin�r� act as chemical poten-
tials that adjust the charge and spin number differences be-
tween the leads. These potentials are nonzero in the regions
of space close to the leads in question and have opposite
signs on the source and drain. Due to the conjugate relation-
ship between the numbers and their Lagrange multipliers we
can use either a chemical potential �e.g., Vtot� or a number
�e.g., Ntot� as our independent variable in what follows. In
choosing initial conditions, we choose systems with integer
values of Ntot and Mspin.

At time t=0, we release the chemical potentials, creating
a state with a nonequilibrium distribution of charge and elec-
tronic spin. Although this turn-off is abrupt, our previous
work56 indicates that a turn-off with time scale as slow as
�	0.35 fs gives essentially the same results. The system is
propagated according to the one-particle time-dependent
Kohn-Sham �KS� equations,57

Ĥ��↑,�↓�KS
↑ �a

↑�t� = i�
��a

↑�t�
�t

,

FIG. 1. �Color online� System geometry used for the DFT cal-
culation with the source and drain labeled. The unlabeled portion is
considered the molecular device. As described in the text, charge
density is increased in the source and depleted in the drain before
being released at t=0.
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Ĥ��↑,�↓�KS
↓ �a

↓�t� = i�
��a

↓�t�
�t

, �4�

where �↑�↓��t�=
a
occ��a

↑�↓��t��2. Notice that Eq. �4� propagates
each spin channel separately �i.e., it is spin unrestricted� and
that the propagations are coupled, because the effective
Hamiltonians depend on both the ↑ and ↓ densities simulta-
neously. The KS effective Hamiltonians are constructed us-
ing readily available adiabatic approximations to their exact
forms.114 The numerical solution to Eq. �4� follows our pre-
vious work56 with the second-order Magnus propagator.

As the density matrix is propagated, we record the up-
and down-spin densities on each lead; the source, and the
drain. We determine time-dependent populations—nS

↑�t�,
nS

↓�t�, nD
↑ �t�, nD

↓ �t�—using the Löwdin population definition.
From these populations, we calculate transient currents by
averaging the time derivatives of the number variables over
some time interval �t. Thus,

Itot�t� =
Ntot�t + �t/2� − Ntot�t − �t/2�

2�t
, �5�

Ispin�t� =
Mspin�t + �t/2� − Mspin�t − �t/2�

2�t
, �6�

where Ntot and Mspin are defined by Eqs. �1� and �2�. To
obtain essentially steady-state currents, we set �t=0.48 fs,
which is significantly larger than the propagation time step.56

We choose a unique current for a given voltage by taking the
maximum current achieved in the steady-state region. In gen-
eral, the maximum current is reached between 0.5 and 1 fs.56

The method summarized above provides several strengths
compared to commonly used current calculation techniques.
First, the accuracy-cost tradeoff of the propagation can be
controlled by adjusting the calculation parameters: time step,
size of leads, and propagation duration. In this way, one can
make a controlled approach to the infinite system limit with-
out unnecessary approximations. Second, using a Gaussian
basis allows us to easily include the effects of exact ex-
change in the dynamics and therefore in the current determi-
nation. Finally, the use of the single-particle KS Hamiltonian
to propagate the single-particle density of a closed system is
rigorously supported by TDDFT. Meanwhile the use of the
same Hamiltonian in nonequilibrium Green’s function meth-
ods is somewhat ad hoc.

On the other hand, our TDDFT method presents some
practical difficulties in predicting steady-state currents. First,
the technique is expensive compared to currently available
NEGF techniques. In constructing a current-voltage curve,
each data point requires a separate initial state and propaga-
tion with little work reusable from point to point. For C50H52,
each B3LYP propagation of 125 time steps took approxi-
mately 2.5 days on a single processor. Additionally, these
techniques have not yet been extended to open systems.
Therefore, the long time dynamics do not reflect the behavior
of a real system with de facto infinite leads and electron
reservoirs. Even with these difficulties, however, real-time
propagation provides a promising means to predict the cur-
rent of a system under an external potential.

C. Empirical model Hamiltonians

To interpret our results, we found it useful to fit our TD-
DFT data to simple, parametrized, semiempirical Hamilto-
nians representing the conjugated � backbone of our mol-
ecule. These techniques have been used extensively to study
charge transport in organic molecules in the past.42,43,115–117

The difference here is that in our calculations the model pa-
rameters are determined post hoc from the DFT data. Thus,
the model Hamiltonian is tailored to give a charge-transfer
energy landscape that is as close as possible to the TDDFT
results. The goal is to develop a simplified system that dis-
plays similar behavior to the DFT simulations described
above. However, by reducing the number of degrees of free-
dom, we are able to perform calculations much more quickly
allowing us to test, for example, a larger range of voltages,
and to better understand the physics involved.

We use the PPP Hamiltonian118,119 with electron-electron
interaction defined by the Mataga-Nishimoto120,121 formula.
Neglecting nuclear-nuclear interaction, the Hamiltonian
takes the form

Ĥ = − �

j

N−1



	=↑,↓

�ĉj,	
† ĉj+1,	 + ĉj+1,	

† ĉj,	�

− 

j,k

N


 j,kn̂j +
1

2

j,k


 j,kn̂jn̂k,


 j,k = �r0�j − k� +
1

g
�−1

. �7�

In these equations, the summation indices j and k refer to
position along the chain. The operator n̂j ��ĉj,↑

† ĉj,↑+ ĉj,↓
† ĉj,↓�

is the number operator on the jth position. The terms in Eq.
�7� from left to right are the kinetic energy, the electron-
nuclear attraction, and the electron-electron repulsion. The
parameters in the model Hamiltonian are the C–C bond dis-
tance �r0=2.647�, the adjacent site hopping parameter ���,
and the same site electronic interaction strength �g�. This
leaves the values of � and g to be set as parameters. To
model the 50 carbon chain under study in this work, we set
N=50. We model the anion or cation by considering 51 or 49
electron systems, respectively.

We use an unrestricted Hartree-Fock prescription for the
wave function, which yields the energy

E�P� = − �

j

N−1

�Pj,j+1
↑ + Pj,j+1

↓ + Pj+1,j
↑ + Pj+1,j

↓ �

− 

j,k

N


 j,k�Pj,j
↑ + Pj,j

↓ � + EJ�P� − EK�P� ,

EJ�P� =
1

2

j,k

N


 j,k�Pj,j
↑ + Pj,j

↓ ��Pk,k
↑ + Pk,k

↓ � ,
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EK�P� =
1

2

j,k

N


 j,k�Pj,k
↑ Pk,j

↑ + Pj,k
↓ Pk,j

↓ � , �8�

where P is the one-particle density matrix with separate up-
and down-spin parts and EJ and EK are the Coulomb and
exchange energies, respectively.

We calculate currents in the PPP model using a method
analogous to that used for our TDDFT calculations: an initial
nonequilibrium state is prepared in the presence of indepen-
dent chemical potentials on the leads, and the potentials are
released at time t=0. Defining the Fock operators

F̂↑�↓��P� �
�E�P�
�P↑�↓� , �9�

we propagate the system via time-dependent HF,

F̂↑�P��↑�t� = i�
��↑�t�

�t
,

F̂↓�P��↓�t� = i�
��↓�t�

�t
, �10�

similar to TDKS. The propagation is performed with the
second-order Magnus method,56 populations
�nS

↑�t� ,nS
↓�t� ,nD

↑ �t� ,nD
↓ �t� are determined by the Löwdin defi-

nition, and currents are determined by Eqs. �5� and �6�.
Several variations of the Hamiltonian and parameters will

be useful in what follows. In particular, we will introduce
SIE into the PPP model �PPP-SIE�. SIE is the unphysical
Coulombic repulsion one electron feels due to its own charge
distribution.122 This repulsion is exactly canceled by the ex-
change interaction, but since most functionals treat exchange
approximately, there is always some residual SIE in a func-
tional like B3LYP. To introduce analogous SIE into the PPP
model, we multiply the exchange component of the PPP en-
ergy �Eq. �8�� by aX=0.5 so that the exchange and Coulomb
pieces no longer cancel. Additionally we performed PPP
model calculations in the Hartree �PPP-Hartree, aX=0� and
Hückel �g→0� approximations which neglect, respectively,
all exchange and all electron-electron repulsion.

III. RESULTS

A. Real-time TDDFT currents

In Fig. 2 we present the TDB3LYP and TDHF spin and
charge currents as a function of initial Ntot with fixed initial
Mspin=1 and as a function of initial Mspin with fixed initial
Ntot=1. We choose to present currents as a function of initial
distribution to directly compare charge and spin behavior
even though this choice does not allow a direct calculation of
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FIG. 2. �Color online� Plot of Itot and Ispin as a function of initial Ntot and Mspin as determined using B3LYP or HF for the anion �left� and
cation �right� case. The value of the fixed initial Mspin or Ntot is set to 1.0.
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conductance. Focusing first on the DFT results, we see that
the charge current increases nearly linearly with the initial
Ntot. Under the same circumstances, spin current is nearly
constant showing only very small dependence on initial Ntot.
Also as expected, the spin current generally increases with
increased initial Mspin. However, for spin the trend is much
less linear than it is for charge. We also see nonzero spin
currents for initial Mspin=0. Although this is initially surpris-
ing, we must remember that the propagation is not beginning
from an equilibrium initial state because Ntot�0, so some
spin motion can be expected. Finally, just as Ntot weakly
influenced spin current, so Mspin has little effect on the
charge current.

The B3LYP results in Fig. 2 agree with known properties
of spin-charge separation. For the case of Mspin=Ntot=1, the
charge current is larger than the spin current. This occurs
despite the fact that the initial charge and spin differences are
equivalent. Similarly, the total current for a particular value
of Ntot is larger than the spin current for that value of Mspin.
For example, for Mspin=Ntot=1 we have Itot / Ispin=1.7 for the
anion and Itot / Ispin=1.3 for the cation. This behavior has been
shown previously in correlated systems.65–67 In correlated
calculations, one measures charge and spin-wave velocity in
the Hubbard model to give vtot /vspin=1 with no on-site
electron-electron interaction �g=0� and vtot /vspin	Ne with
large on-site electron-electron interaction �g�10�� where Ne
is the number of electrons. As we will see in Sec. III B, the
B3LYP propagation is best modeled with g=3.4�. Thus, the
charge-spin current ratio falls between the zero electron-
electron repulsion and the large repulsion limit as we expect.

Turning our attention to the Hartree-Fock calculated cur-
rents, we note that both the spin and charge currents calcu-
lated with the Hartree-Fock functional fluctuate more as a
function of particle number than those calculated with
B3LYP. We will see in Sec. III C that these fluctuations result
from exact exchange in the HF functional. While the non-
monotonic nature of the data makes determining trends for
the spin currents impossible with the data available, the
charge currents approximately follow the trends established
by B3LYP. We note that, while previous investigations have
demonstrated the effect of HF exchange on the magnitude of
the current predicted at low bias,98,99,102,123 this work pre-
sents an example of the effect of HF exchange on the quali-
tative shape of the current-bias curve.

B. Obtaining model Hamiltonian parameters

We have empirically fit the PPP model parameters, � and
g, to reproduce the equilibrium behavior of DFT under vari-
ous chemical potential biases. The parameters are adjusted
until the two methods show approximate agreement for the
values of Ntot and Mspin over the range −8�Vtot�8 and
−1.5�Vspin�1.5. Note that we are using PPP as an interpre-
tive tool, rather than a quantitative analysis technique. Thus,
we adjust � and g by visual inspection and do not concern
ourselves with numerical fitting. The fitting for two different
parameters was aided by the empirical observation that g
primarily influenced the slope of the Ntot versus Vtot plot
while only � affects the slope of Mspin versus Vspin. The

parameters chosen were �=0.16 and g=0.55. These values
are not too far off the values of �=0.0878 and g=0.398
suggested by Mataga and Nishimoto.121 The charge and spin
number versus potential plots for the cation and anion are
shown in Fig. 3. Clearly the parameters chosen give the cor-
rect overall slope to these plots. Furthermore, the steplike
nature of HF is reproduced by PPP. However, the B3LYP
results show smooth dependence of Ntot on Vtot while PPP
and HF produce steps. We note that the steplike behavior of
PPP was not influenced in any way by the parameter choice.

The reason for the differences between PPP and B3LYP is
relatively simple: for PPP one is using a SIE-free HF pre-
scription for the energy, while B3LYP includes spurious self-
interaction terms. This distinction is important because it has
been shown that SIE can have a profound effect on charge
transfer, current dynamics, and spin states.101,124,125 The same
is true in this case, as artificially reducing the exchange term
in PPP by 50% �PPP-SIE� improves agreement with B3LYP
in the static potential-dependent Ntot and Mspin. The PPP-SIE
method produces nearly linear results for total density, and
step behavior for the spin density in agreement with B3LYP.
We have run similar calculations with PPP-Hartree �0% ex-
act exchange� and find near-linear particle number versus
potential behavior for both charge and spin. On the other
hand, Fig. 3 shows that full PPP �100% exchange� produces
steps for both total and spin density. Only with partial can-
cellation of the SIE �as with PPP-SIE� can we obtain quali-
tative agreement with the B3LYP data.

The self-interaction-induced smoothing of the Ntot versus
Vtot steps has previously been reported by Baer et al.126 for
weakly coupled subsystems and is known to reflect the ten-
dency of SIE to favor charge delocalization. Here we see that
these steps persist even in a molecular wire that is strongly
coupled to the leads. Steps also occur for spin distribution,
reflecting spin localization as well. The small amount of ex-
act exchange in B3LYP predicts the unusual situation of spin
localization together with charge delocalization. This un-
usual localization-delocalization situation is closely coupled
to the transport predictions in Sec. III A.123

C. Model Hamiltonian currents

The PPP current versus number plots are shown in Fig. 4.
As expected from the static calculations in Sec. III B the full
PPP currents resemble those calculated by HF while PPP-
SIE gives much better qualitative agreement with B3LYP. In
addition to PPP-SIE �aX=0.5�, PPP-Hartree �aX=0� and
Hückel �g→0� results are also included in Fig. 4. We first
examine the charge currents. With PPP-SIE charge currents
increase essentially monotonically while the PPP calculated
current profile fluctuates. Furthermore, we notice that PPP-
Hartree and PPP-SIE agree almost quantitatively for charge
currents. This suggests that below a certain threshold �i.e.,
with less than 50% exchange�, exchange has little impact on
charge current. From the comparison of Hückel and PPP-
Hartree we also see that removing the Coulomb interaction
significantly reduces charge current, so that a noninteracting
picture of these wires is inadequate.

Considering spin properties, we see that for PPP-SIE
there is only one small region of nonmonotonic behavior �in
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the anion spin current plot at initial Mspin=1�. On the other
hand, PPP produces fluctuating spin current profiles such that
even determining a trend is difficult. Meanwhile, the spin
current plots are nearly identical for PPP-Hartree and Hückel
propagation. Thus, we see that the exchange interaction is
much more important than the Coulombic interaction in de-
termining spin transport. The importance of the exchange
piece over the Coulomb piece can be explained by realizing
that the Coulomb interaction acts between any two electrons
regardless of spin while the exchange interaction only acts
between electrons of the same spin. Thus, changing the spin
density while allowing the charge density to remain the same
by switching an up- and down-spin electron will change ex-
change energy, but not Coulomb. We thus see that the phe-
nomenon of spin-charge separation is inextricably linked to
the description of electronic exchange. The deep connection
between spins and currents in TDDFT has been addressed
previously in a completely different context.127,128

Examining the time series data �not shown� reveals that a
major source of the erratic current behavior in PPP and HF is
that these full exchange propagations do not always relax
toward symmetric charge and spin distributions. As an ex-
ample, for the anion with initial Ntot=Mspin=1, Hartree-Fock
predicts relaxation toward Ntot	1 and Mspin	2.3 resulting

in near 0 charge current and negative spin current as shown
in Fig. 2. This unusual behavior does not occur with B3LYP
or PPP-SIE. The tendency of exact exchange methods to
relax toward broken symmetry charge or spin densities is
likely related to the steplike behavior of the Ntot and Mspin
dependence on Vtot/spin in that both seem to indicate local
minima in the electronic potential energy surface other than
the symmetric distribution. Indeed, such charge and spin lo-
calization are known to be favored by exact exchange.

IV. DISCUSSION

Note that the PPP model is computationally inexpensive,
so we can perform analogous calculations on much longer
wires, allowing us to approach the thermodynamic limit. To
demonstrate this, we show in Fig. 5 the PPP-SIE calculated
current versus potential plots for the carbon chains of lengths
50, 100, and 200 with a fixed molecule segment of four sites.
We have chosen potential rather than number as our indepen-
dent variable because the former is size intensive, facilitating
the comparison of different length chains. For both the
charge and spin plots, the slopes remain the same with in-
creasing chain length, converging to a junction conductance
of about 0.5G0 for charges, but 1.2G0 for spins, in qualitative
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agreement with previous simulations.56 We thus see the un-
usual fact that while an individual spin moves more slowly
than an individual charge by a factor of Icharge / Ispin
	1.3–1.7 �vide infra� yet the molecular conductivity for
spins is higher because less potential needs to be applied to
separate spins as opposed to charges.

Another interesting point is that increasing chain length
produces more closely spaced steps in the I-V plot. This can
be explained by considering that an increase in chain length
means that a given potential transfers more whole electrons
from one side to the other creating more steps. These results
suggest that one may regain a smooth spin I-V curve in the
infinite chain limit. We could easily repeat these calculations
using any of our PPP methods, but at the moment we simply
wish to demonstrate that large chain calculations are possible
with the model Hamiltonian used in this study.

The TDDFT calculations presented in this paper suggest
that for one-dimensional systems, charge and spin do indeed
behave as separate quasiparticles. This separation is seen
most clearly in that, for B3LYP, charge transport occurs more
quickly than spin transport from analogous initial states in
agreement with the results of correlated real-time model sys-
tem simulations.65–67 Hartree-Fock shows large fluctuations
in the current profiles for charge and spin, making it difficult
to assess which quasiparticle travels more quickly. Similarly,
spin and charge show different particle number versus poten-

tial behavior as seen in Fig. 3. Both the greater step behavior
in Fig. 3 and reduced transport properties of spin relative to
charge relate to the greater localization of spin over charge
demonstrated in studies of density waves caused by
solitons.80,81 The tendency of charge to delocalize increases
the probability of partial charges on the right and left leads of
the system. Furthermore, the same forces that cause electrons
to delocalize also cause charge to travel more quickly than
spin.

We have demonstrated real-time transport calculations in
which DFT with the B3LYP functional and Hartree-Fock
produce qualitatively different results. This presents an inter-
esting exploration opportunity because density-functional
theory and Hartree-Fock both present certain advantages for
predicting transport. It is well known that Hartree-Fock is
free of self-interaction error. Several previous studies have
indicated that removing SIE may also significantly reduce
electron transport across a molecular device.98,99,102 Given
the often 1 to 2 orders of magnitude overestimate of charge
currents from existing DFT calculations, one would thus be
tempted to conclude that a method like HF might offer some
distinct advantages. On the other hand, Hartree-Fock clearly
lacks important pieces of the Hamiltonian. The single-
determinant picture includes no correlation, while modern
density functionals contain at least an approximate correla-
tion energy. These semilocal correlation functionals allow
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modern DFT to predict energies with surprising accuracy,
even in the presence of SIE. The cancellation of errors which
leads to accurate equilibrium properties in DFT may also
contribute to accuracy in transport simulations. Specifically,
it is known that describing density of state alignment be-
tween the leads and device is very important in describing
transport properties.100 Furthermore, recent studies98 indicate
that Hartree-Fock greatly overestimates the highest occupied
molecular orbital-lowest unoccupied molecular orbital
�HOMO-LUMO� gap resulting in artificially reduced con-
ductance properties, while B3LYP provides more consistent
energy gaps, potentially leading to more reliable currents. In
order to resolve which method is actually closer to reality for
these systems, one would really need to perform correlated
ab initio calculations. Such simulations are outside the scope
of this work, but would certainly advance the field.

The questions posed in regards to the impact of exchange
and correlation on modeling transport are critical due to the
large difference between theory and experiment in these
studies. Numerous potential sources of this difference exist.
Those sources include self-interaction error from less than
100% exact exchange as discussed in this paper or correla-
tion effects. Additionally, recent theoretical evidence104 indi-
cates the powerful impact that contact atomic geometry can
have on the electronic transmission function, and therefore

conductance. NEGF methods may also develop errors in the
use of an equilibrium single-particle Fock matrix as a substi-
tute for the nonequilibrium many-particle Hamiltonian. With
all these potential sources of error, it is necessary to clarify
the impact of each of these approximations.

Our work clarifies the differences in both charge and spin
behaviors when calculated with 100% exact exchange
�Hartree-Fock, PPP� compared to calculations with less than
100% exact exchange �B3LYP, PPP-SIE�. With exact ex-
change, we see results associated with localization, while
introducing SIE tends to favor delocalized, partial charge and
spin states. In particular, we see that localization effects are
enhanced in spin transport simulations relative to charge
transport. We propose this sensitivity of spin transport prop-
erties can act as a measure of how well exchange properties
are described by a particular method.

V. CONCLUSIONS

We have analyzed real-time spin and charge currents
through polyacetylene wires using TDDFT. Our calculations
agree that spin and charge do indeed behave as separate par-
ticles, with charges moving faster than spins by a factor of
between 1.3 and 1.7. We find that the spin dynamics in par-
ticular are critically sensitive to the nonlocal exchange inter-
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action, as TDB3LYP and TDHF show qualitatively different
behavior for the spin dynamics. The former shows a smooth,
essentially monotonic increase in spin current as the initial
Mspin is increased, while the latter shows fluctional and even
negative currents as a function of Mspin. Meanwhile, the
charge currents are primarily modulated by the strength of
the classical Coulomb repulsion. We find empirically that the
TDB3LYP dynamics can be well reproduced by a simple
PPP model if we artificially introduce some self-interaction
error into the PPP model by reducing the amount of nonlocal
exchange by 50%. Conversely, PPP without SIE reproduces
the fluctuating behavior of TDHF. Thus, we see that methods
with 100% exact exchange give qualitatively different results
as regards spin/charge separation from those with some
amount of self-interaction. The enhanced influence of the
exchange force on the shape of the spin current-voltage
curve has not previously been noted and we propose that this
could be a powerful tool for calibrating exchange-correlation
functionals for transport calculations.

These results call into question the accuracy of using ex-
isting functionals for the prediction of currents in open shell
systems and may help explain the erroneously large currents
predicted in metal-molecule-metal junctions. Few function-
als include 100% exact exchange which seems to signifi-
cantly impact charge and especially spin transport. On the
other hand, Hartree-Fock, which includes exact exchange,
does not include correlation. It is unclear how the inclusion
of both exact exchange and correlation will impact our trans-

port results, but the two effects together may give much bet-
ter agreement with experiment than we have so far seen in
single-molecule charge transport calculations.

In the future, we plan to study in more detail the influence
of the choice of functional, and hence the degree of SIE, on
currents. In particular, we plan to examine the utility of long-
range corrected functionals129,130 for simulating conductance.
Also, it would be interesting to perform some correlated ab
initio calculations on these wires in order to determine the
correct answer in cases where SIE has a significant impact. It
may be the case that SIE mimics the effects of correlation.
On the other hand, we may find that the SIE-free results are
more appropriate, or that neither result is to be trusted. As a
first approximation, we might seek to answer these questions
by performing the correlated calculations on the model PPP
Hamiltonian as the simplicity of the PPP model would make
such calculations computationally feasible. Finally, it will be
interesting to see how these results translate to more realistic
lead-molecule-lead structures.
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